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Abstract

I survey four categories of factors that might give a digital mind, such as an upload or an
artificial general intelligence, an advantage over humans. Hardware advantages include
greater serial speeds and greater parallel speeds. Self-improvement advantages include
improvement of algorithms, design of new mental modules, and modification of mo-
tivational system. Co-operative advantages include copyability, perfect co-operation,
improved communication, and transfer of skills. Human handicaps include compu-
tational limitations and faulty heuristics, human-centric biases, and socially motivated
cognition. The shape of hardware growth curves, as well as the ease of modifying minds,
are found to have a major impact on how quickly a digital mind may take advantage of

these factors.
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1. Introduction

A digital mind is a mind that runs on a computer. One type of digital mind is a mind
upload, a hypothetical mind that was originally human, but that has been moved into a
digital format and is being run as a software program on a computer. Another type of
digital mind is that of an artificial general intelligence (AGI). While uploads are based
on taking existing human minds and closely replicating them in software, AGI may be
built on computer science principles and have little or no resemblance to the human
psyche.

Either type of a digital mind might be created within a timeframe of decades to cen-
turies. A recent roadmap charting the technological requirements for creating uploads
suggests that they may be feasible by mid-century (Sandberg and Bostrom 2008). So-
tala and Valpola (2012) note that research into prostheses replicating the functions of the
hippocampus and the cerebellum are well under way, and suggest that a feasible future
development would be “exocortices,” implants that can be connected to human brains
and which gradually take over cortical brain function.

Interest in AGI research is also growing, with an increasing number of special ses-
sions, workshops, and conferences devoted specifically to topics such as AGI having been
held in the recent years (Baum, Goertzel, and Goertzel 2011). In an expert assessment
survey conducted at the Artificial General Intelligence 2009 (AGI-09) conference, the
median estimates for when there would be a 10%, 50%, or a 90% chance of having an
AGI capable of passing the third grade were 2020, 2030 and 2075, respectively (Baum,
Goertzel, and Goertzel 2011). In an informal survey conducted at the 2011 Winter
Intelligence Conference, the median estimates for when there would be a 10%, 50%,
or a 90% chance of developing human-level machine intelligence were 2028, 2050, and
2150 (Sandberg and Bostrom 2011).

There has been some previous work focused on examining the consequences of cre-
ating digital intelligences. Focusing specifically on uploads, researchers have examined
some of the economic consequences of the ability to copy minds (Hanson 1994, 2008),
as well as the improved coordination ability stemming from being able to copy, delete
and restore minds (Shulman 2010). Hanson (1998) and Kaas et al. (2010) look more
generally at the economic effects of digital minds that can be copied. Sotala and Valpola
(2012) explore the way that mind uploading may lead to “mind coalescence,” the ability
to merge previously separate minds together.

Other researchers have argued that once we have AGI, it will surpass the capabilities
of humans in many domains at drastic speed (see e.g. Vinge [1993], Bostrom [2003],
Yudkowsky [2008a], and Chalmers [2010]). A “hard takeoft” (Yudkowsky 2001; Bugaj
and Goertzel 2007; Hall 2008; Vinge 2008) involves an AGI reaching a point which
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allows it to quickly accumulate various advantages and influence, becoming a dominant
power before humans have the time to properly react. Should existing human prepara-
tion be inadequate for such a drastic event, there could be serious consequences, up to
and including human extinction (Bostrom 2002; Yudkowsky 2008a; Chalmers 2010).
'This paper attempts to study the consequences of creating a digital mind in terms of the

advantages that they may enjoy over humans.

1.1. Intelligence, Optimization Power, and Advantages

A great variety of definitions have been offered for the word “intelligence.” A definition
which seems to summarize the essential content in most of them is that intelligence
measures an agent’s ability to achieve goals in a wide range of environments (Legg and
Hutter 2007). A mind has goals which it tries to achieve, and more intelligent minds
are better at finding, inventing, and evaluating various ways of achieving their goals. A
generalization of the concept of intelligence is the notion of optimization power (Yud-
kowsky 2008a; Muehlhauser and Helm 2012), an agent’s general ability to achieve its
goals. While intelligence is derived from what are generally considered “mental” fac-
ulties, an agent’s optimization power is also a factor of things such as its allies and re-
sources, as well as its ability to obtain more of them.

The crucial risk involved in the creation of digital minds is the possibility of creating
minds whose goals are very different from humanity’s, and who end up possessing more
optimization power than humanity does. Current human preferences and desires seem
to be very complex and not well-understood: there is a strong possibility that only a very
narrow subset of all possible goals will, if successful, lead to consequences that would be
considered favorable by humans (Yudkowsky 2008a; Muehlhauser and Helm 2012). If
digital intelligences are created and end up having (as a group) more optimization power
than humanity does, and their goals are very different from humanity’s goals, then the
consequences are likely to be considered very bad by most humans.

This paper attempts to analyze the consequences of creating a digital mind from the
perspective of the optimization power that they might accumulate. Factors that may
lead to digital minds accumulating more optimization power than humans are called
advantages; factors that may lead to digital minds accumulating less optimization power

than humans are called disadvantages.

2. Hardware Advantages

A digital mind running on a computer system can upgrade the system to utilize more
powerful hardware, while biological humans cannot drastically upgrade their brains.

Suppose that there is some minimum hardware configuration that provides a digital
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mind with roughly the same processing power and memory as a human brain. Any
increase in hardware resources past this point is a hardware advantage in favor of the

digital mind.

2.1. Superior Processing Power

The amount of processing power required to run a digital mind is currently unknown.’
For uploads, Sandberg and Bostrom (2008) place 10'® to 10%° FLOPS as the most likely
amount required to run one in real time. They estimate that current trends would make
these levels available for purchase at the cost of 1 million dollars around 2019 to 2044.
An upload attempts to accurately emulate the entirety of human brain function, with
all relevant details intact. In contrast, AGI designers are free to use any working algo-
rithm, regardless of its biological plausibility. The human brain is evolved to function in
a way suited to the constraints of biology, which may be very difterent from what would
run efficiently on a computer. This allows for the possibility that an AGI would require
much less processing power than an upload. Estimates of the amount of processing

power required to run a mind range from modern-day computers (Hall 2007), to 10**

FLOPS (Moravec 1998), and 10'* FLOPS (Bostrom 1997).

2.1.1. Superior Serial Power

Humans perceive the world on a particular characteristic time scale. A mind being
executed on a system with greatly superior serial power could run on a faster timescale
than we do. For instance, a mind with twice the serial power of the human brain might
experience the equivalent of two seconds passing for each second that we did, thinking
twice the amount of thoughts in the same time. This advantage would be especially
noticeable in time-critical decision-making.

Even a small advantage would accumulate given enough time. Over the course of a
year, a 10% difference in speed would give the faster mind more than an extra month.
'This would allow it to outcompete any mind with equal skills and resources but without
the speed advantage.

In the “speed explosion” scenario (Solomonoff 1985; Yudkowsky 1996, Chalmers
2010), digital researchers, running at an accelerated speed, work to develop faster com-
puters. If the minds doing the research could take advantage of the faster hardware

they produced, the time required to develop the next generation of hardware could keep

1. Some sources provide their estimates in terms of MIPS (Millions of Instructions Per Second), while
others use FLOPS (Floating-Point Operations per Second). These are not directly comparable, and there
is no reliable way to convert between the two. For this paper, we have used the rough estimate in Sandberg
and Bostrom (2008) that FLOPS grow as MIPS to the power of 0.8. The authors warn that this trend
may change, with the exponent possibly becoming larger than 1
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getting shorter as the researchers would be getting more done in the same time. This
could continue until some bottleneck, such as the time needed to physically build the

computers, or fundamental barrier was reached.

2.1.2. Increased Parallel Power, Increased Memory

Recent advances in computing power have been increasingly parallel instead of serial.
If the trend keeps up, a future computer may not be able to use its superior processing
power to gain a direct increase in speed over the human brain, if the tasks in question do
not parallelize well. Amdahl’s law states that if a fraction f of a program’s performance
can be parallelized, then the speedup given by n processors instead of oneis 1/((1— f) +
f/n) (Amdahl 1967). A difference of several orders of magnitude in computing power
might translate to a much more modest change in speed. Gustafson (1988) notes that
in practice, it is the parallelizable part of a problem that grows as data is added, and the
serial part remains constant. Even if increasing the number of processors didn’t allow
a problem to be solved in less time, it can allow a larger problem to be solved in better
detail.

As the human brain works in a massively parallel fashion, at least some highly parallel
algorithms must be involved with general intelligence. Extra parallel power might then
not allow for a direct improvement in speed, but it could provide something like a greater
working memory equivalent. More trains of thought could be pursued at once, and
more things could be taken into account when considering a decision. Brain size seems
to correlate with intelligence within rats (Anderson 1993), humans (McDaniel 2005),
and across species (Deaner et al. 2007), suggesting that increased parallel power could

make a mind generally more intelligent.

3. Self-Improvement Advantages

A digital mind with access to its source code may directly modify the way it thinks,
or create a modified version of itself. In order to do so, the mind must understand its
own architecture well enough to know what modifications are sensible. An AGI can
intentionally be built in a manner that is easy to understand and modify, and may even
read its own design documents. Things may be harder for uploads, especially if the
human brain is not yet fully understood by the time uploading becomes possible.
Either type of mind could experiment with a large number of possible interventions,
creating thousands or even millions of copies of itself to see what kinds of effects various
modifications have. While some of the modifications could produce unseen long-term
problems, each copy could be subjected to various intensive tests over an extended period

of time to estimate the effects of the modifications. Copies with harmful or neutral
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modifications could be deleted, making room for alternative ones. (Shulman 2010).
Less experimental approaches might involve formal proofs of the effects of the changes
to be made.

Recursive self-improvement (Yudkowsky 2008a; Chalmers 2010) is a situation in
which a mind modifies itself, which then makes it capable of further improving itself.
For instance, an AGI might improve its pattern-recognition capabilities, which would
then allow it to notice inefficiencies in itself. Correcting these inefficiencies would free
up processing time and allow the AGI to notice more things that could be improved.

To a limited extent, humans have been engaging in recursive self-improvement as
the development of new technologies and forms of social organization have made it
possible to organize better and develop yet more advanced technologies. Yet the core
of the human brain has remained the same. If changes could be found that sparked
oft more changes, which kept sparking oft more changes, the result could be a greatly
improved form of intelligence (Yudkowsky 2008a).

3.1. Improving Algorithms

A digital mind could come across algorithms in itself that could be be improved. For
instance, they could be made faster, to consume less memory, or to rely on fewer assump-
tions. In the simplest case, an AGI implementing some standard algorithm might come
across a paper detailing an improved implementation of it. Then the old implementation
could be simply replaced with the new one. An upload with emulated neurons might
alter itself so as to mimic the effects of drugs, neurosurgery, genetic engineering and
other interventions (Shulman 2010).

In the past, improvements in algorithms have sometimes been even more important
than improvements in hardware. The President’s Council of Advisors on Science and
Technology (PCAST 2010) mentions that performance on a benchmark production
planning model improved by a factor of 43 million between 1988 and 2003. Out of
the improvement, a factor of roughly 1,000 was due to better hardware and a factor of
roughly 43,000 was due to improvements in algorithms. Also mentioned is an algorith-
mic improvement of roughly 30,000 for mixed integer programming between 1991 and
2008.

3.2. Designing New Mental Modules

A mental module, in the sense of functional specialization (Cosmides and Tooby 1994;
Barrett and Kurzban 2006), is a part of a mind that specializes in processing a certain
kind of information. Specialized modules are much more eftective than general-purpose
ones, for the number of possible solutions to a problem in the general case is infinite.

Research in a variety of fields, including artificial intelligence, developmental psychol-
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ogy, linguistics, perception and semantics has shown that a system must be predisposed
to processing information within the domain in the right way or it will be lost in the sea
of possibilities (Tooby and Cosmides 1992). Many problems within computer science
are intractable in the general case, but can be efficiently solved by algorithms customized
for specific special cases with useful properties that are not present in general (Cormen
et al. 2009). Correspondingly, many specialized modules have been proposed for hu-
mans, including modules for cheater-detection, disgust, face recognition, fear, intuitive
mechanics, jealousy, kin detection, language, number, spatial orientation, and theory of
mind (Barrett and Kurzban 2006).

Specialization leads to efficiency: to the extent that regularities appear in a problem,
an efficient solution to the problem will exploit those regularities (Kurzban 2010). A
mind capable of modifying itself and designing new modules customized for specific
tasks might eventually outperform biological minds in any domain, even presuming no
hardware advantages. In particular, any improvements in a module specialized for cre-
ating new modules would have a disproportionate effect.

It is important to understand what specialization means in this context, for several
competing interpretations exist. For instance, Bolhuis et al. (2011) argue against func-
tional specialization in nature by citing examples of “domain-general learning rules” in
animals. On the other hand, Barrett and Kurzban (2006) argue that even seemingly
domain-general rules, such as the modus ponens rule of formal logic, operate in a re-
stricted domain: representations in the form of if-then statements. This paper uses Bar-
rett and Kurzban’s broader interpretation. 'Thus, in defining the domain of a module,
what matters is not the content of the domain, but the formal properties of the pro-
cessed information and the computational operations performed on the information.
Positing functional modules in humans also does not imply genetic determination, nor
that the modules could necessarily be localized to a specific part of the brain (Barrett
and Kurzban 2006).

A special case of a new mental module is the design of a new sensory modality, such
as that of vision or hearing. Yudkowsky (2007) discusses the notion of new modalities,
and considers the detection and identification of invariants to be one of the defining
teatures of a modality. In vision, changes in lighting conditions may entirely change the
wavelength of light that is reflected off a blue object, but it is still perceived as blue. The
sensory modality of vision is then concerned with, among other things, extracting the
invariant features that allow an object to be recognized as being of a specific color even
under varying lighting.

Brooks (1987) mentions invisibility as an essential difficulty in software engineering.
Software cannot be visualized in the same way physical products can be, and any visual-

ization can only cover a small part of the software product. Yudkowsky (2007) suggests
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a codic cortex designed to model code the same way that the human visual cortex is
evolved to model the world around us. Whereas the designer of a visual cortex might
ask “what features need to be extracted to perceive both an object illuminated by yellow
light and an object illuminated by red light as ‘the color blue’?” the designer of a codic
cortex might ask “what features need to be extracted to perceive the recursive algorithm
tor the Fibonacci sequence and the iterative algorithm for the Fibonacci sequence as
‘the same piece of code’?” Speculatively, new sensory modalities could be designed for

various domains for which existing human modalities are not optimally suited.

3.3. Modifiable Motivation Systems

Humans frequently sufter from problems such as procrastination, boredom, mental fa-
tigue, and burnout. A mind which did not become bored or tired with its work would
have a clear advantage over humans. Shulman (2010) notes two ways by which uploads
could overcome these problems. Uploads could be copied while they were in a rested
and motivated state. When they began to tire, they could be deleted and replaced with
the “snapshot” taken while they were still rested. Alternatively, their brain state could
be edited so as to eliminate the neural effects of boredom and fatigue. An AGI might
not need to have boredom built into it in the first place.

'The ability for a mind to modify its own motivational systems also has its own risks.
Wireheading (Yudkowsky 2001; Omohundro 2008) is a phenomenon where a mind
self-modifies to make it seem like it is achieving its goals, even though it is not. For
instance, an upload might try to eliminate its stress about its friends dying by creating a
delusion about them always being alive. Once a mind has wireheaded, it may no longer
want to fix its broken state.

Even if wireheading-related problems were avoided, a mind altering its own moti-
vations still risks an outcome where its ability to pursue its original goals is worsened.
To avoid such problems, a mind might attempt to formally prove that proposed changes
do not alter its current goals (Yudkowsky 2008a), or it may produce modified copies of

itself and subject the copies to an intensive testing regimen (Shulman 2010).

4. Co-operative Advantages

4.1. Copyability

A human child takes nine months to gestate, after which close to two or even three
decades are typically needed before it can do productive work, depending on the type
of work. Raising a child is expensive, costing on average between 216,000 and 252,000
dollars over 18 years in the United States (Lino 2010). In contrast, a digital mind can be

copied very quickly and doing so has no cost other than access to the hardware required
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to run it. Hanson (1994, 2008) estimates that copyable workers could rapidly come
to dominate major portions of the economy, as the mind willing to work for the lowest
wage could be copied until there was no more demand for workers of that type. Although
such workers would be individually poor, they would control a large amount of wealth
as a group. Whether they could take advantage of it would depend on their ability to
co-operate.

For human populations, the maximum size of the population depends primarily on
the availability of resources such as food and medicine. For populations of digital minds,
the maximum size of the population depends primarily on the amount of hardware avail-
able. A digital mind could obtain more hardware resources by legitimately buying them,
or by employing illegal means such as hacking and malware.

Modern-day botnets are networks of computers that have been compromised by out-
side attackers and are used for illegitimate purposes. Estimates of their size range from
one study saying the effective sizes of botnets rarely exceed a few thousand bots, to a
study saying that botnet sizes can reach 350,000 members (Rajab et al. 2007). Cur-
rently, the distributed computing project Folding@Home, with 290,000 active clients,
can reach speeds in the 10" FLOPS range (Folding@home 2012). A relatively conser-
vative estimate that presumed a digital mind couldn’t hack into more computers than
the best malware practitioners of today, that a personal computer would have a hundred
times the computing power of today, and that the mind took 10** FLOPS to run, would
suggest that a single mind could spawn 12,000 copies of itself.

Resorting to illegal means may not be necessary if digital minds are allowed to own
property, or at least earn money. Uploads might be legally considered the same person
as before the upload. AGIs owned by a company or private individual can accumulate
property for their owner, or they may try to set up a front company to act through.
Creating new copies of a mind is profitable until the costs of maintaining a new copy
exceed the profits that copy is capable of generating, so copies might be created until the
wage a copy can earn falls to the level of maintaining the hardware (Hanson 1994, 2008).
Hanson (2008) argues that copying would drive wages down to machine-subsistence
levels, leading to “insectlike urban densities, with many billions [of digital minds] living
in the volume of a current skyscraper, paying astronomical rents that would exclude most
humans.”

For uploads, who might not be capable of co-operating with each other any better
than current-day humans do, this might be a disadvantage rather than an advantage.
But if they could, or if an AGI spawned many copies of itself, then the group could pool

their resources and together control a large fraction of the wealth in the world.
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4.2. Perfect Co-operation

Human capability for co-operation is limited by the fact that humans have their own
interests in addition to those of the group. Olson (1965) showed that it is difficult for
large groups of rational, selfish agents to effectively co-operate even to achieve common
goals, if those goals can be characterized as obtaining a public good for the group. Public
goods are those that, once obtained, benefit everyone and cannot effectively be denied to
anyone. Because an individual’s contribution has a negligible effect on the achievement
of the good, all group members have an incentive to free ride on the effort.

One implication is that smaller groups often have an advantage over larger ones.
For one, co-operation is easier to enforce in a smaller group. Additionally, it may be
beneficial for, e.g., a large company to lobby for laws benefiting the whole industry,
since it is large enough to benefit from the laws even if it had to shoulder almost all of
the costs of lobbying itself. Smaller companies forgo such lobbying and free ride on the
large company’s investment. This leads to lobbying investment that is suboptimal for the
industry as a whole (Olson 1965; Mueller 2003). Self-interest is a natural consequence
of evolution, as it increases the odds that an organism survives long enough to breed.
Drives such as self-preservation are also natural instrumental values for any intelligent
agent, for only entities that continue to exist can work towards their goals (Omohundro
2008).

However, minds might be constructed to lack any self-interest, particularly if mul-
tiple copies of the same mind existed and the destruction of one would not seriously
threaten the overall purpose. Such entities’ minds could be identical to one another,
share the same goal system, and co-operate perfectly with one another with no costs
from defection or from systems for enforcing co-operation.

In the case of uploads, this could happen through copying an upload in suitable ways,
creating a “superorganism.” An upload that has been copied may hold the view that be-
ing deleted is an acceptable cost to pay, for as long as other copies of it survive. Uploads
holding this view would then be ready to make large sacrifices for the rest of the su-
perorganism, and might employ various psychological techniques to reinforce this bond
(Shulman 2010). Minds wishing to work for a common goal might also choose to con-
nect their brains together, more or less coalescing together into a single mind (Sotala and
Valpola 2012). A lighter form of mind coalescence might also be used to strengthen the

unity of a superorganism.

4.3. Superior Communication

Misunderstandings are notoriously common among humans. AGI could potentially
need to spend much less effort on communication. Language can be thought of as sym-

bols that map to different individual’s conceptual spaces, with miscommunication oc-
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curring because of different mappings (Honkela et al. 2008). Efficiency of communica-
tion could be improved by having very similar conceptual spaces (aiding communication
between copies) or via custom-tailoring mental modules to the domain of conceptual
mapping. Such modules could e.g. simulate the interpretations to different messages
emerging from a wide variety of conceptual spaces and seek to include the caveats ex-
cluding those interpretations, or directly communicate parts of the presumed conceptual
spaces using some standard language.

Humans are limited as to the speed at which they can listen to others, or read written
text, without loss of comprehension. Increased skill at doing conceptual mapping, as
well as increased processing power, could plausibly increase these rates. Digital minds
could also communicate at higher bandwidths, transmitting a vastly larger amount of

information at once. If necessary, minds could join their minds together, exchanging

thoughts directly (Sotala and Valpola 2012).

4.4, ‘'Transfer of Skills

Copying parts of a mind is a special case of copying a whole mind. To the extent that
skills can be modularized, digital minds could create self-contained skill modules to be
shared with others. In the most extreme case, a population of minds could outsource all
of their skills to a very small number of cognitive modules, only learning a small number
of things themselves (Bostrom 2004). Whenever one mind had mastered a skill, it could
share it with all the others.

5. Human Handicaps

Humans frequently reason in suboptimal or incorrect ways (Stanovich 2008; Kahneman
2011). Such failures of reasoning have an enormous negative impact on society. Among
other things, they cause people to suffer from a worse standard of living, make bad
investments, become more easily manipulated, end up falsely accused or imprisoned by
the authorities, increase the mortality rate, or even fall prey to scams serious enough to
crash a national economy (Stanovich 2008). A mind that was immune to such biases
would reason more reliably than we do, while possibly exploiting our biases. An upload
may attempt to self-modify to overcome its biases, while an AGI might never have the

biases in the first place.

5.1. Biases from Computational Limitations or False Assumptions

Some human biases can be seen as assumptions or heuristics that fail to reason correctly
in a modern environment, or as satisfying algorithms that do the best possible job given

human computational resources (Gigerenzer and Brighton 2009). A digital mind could
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potentially overcome most if not all of the biases that plague human reasoning, either
by rewriting its algorithms to better suit the environment or to better take into account
growing computational resources.

For example, when faced with a difficult question, human brains have a tendency to
instead solve an easier question and treat it as the answer to the more difficult question.
If asked “how much will this company have grown in five years,” an intuitive answer
might be generated based on the question “how fast has the company been growing so
far.” These kinds of heuristics often function well, but they sometimes fail to take into
account crucial factors, such as reasons for why the company might fail to keep up its
historical growth rates. While such factors can be taken into account by explicitly think-
ing about them, it requires explicit thought and is not done automatically (Kahneman
2011). A digital mind might be capable of editing the heuristics it uses for answering
such questions, and avoid the risk of accepting the heuristic answer as a fact without
further evaluation, like humans often do.

One’s susceptibility to some major biases, such as overconfidence and hindsight bias,
correlates negatively with one’s general intelligence. This suggests that computational

limitations cause at least some of the flaws in human reasoning (Stanovich and West

1998).

5.2. Human-Centric Biases

People tend to think of the capabilities of non-human minds, such as God or an artificial
intelligence, as if the minds in question were human. This tendency persists even if
humans are explicitly instructed to act otherwise (Barrett and Keil 1996). This is a
special case of biases due to false assumptions.

Evolutionarily, other minds have constituted possibly the single most important se-
lection pressure facing any single human—the extent to which one can co-operate with
others and avoid being exploited will to a large extent determine one’s success in life. Be-
cause mental states such as beliefs, motives, intentions, and emotions cannot be directly
observed and have to be inferred, we are likely to have evolved a large number of algo-
rithms and modules for inferring such states on the basis of very subtle cues (Cosmides
and Tooby 1994). Since we have never had to model the thoughts of non-human minds
to this extent, these modules will automatically try to model any minds we’re dealing
with using the same principles. Thus they will carry over human-centric assumptions
when we attempt to model the behavior of non-human minds (Yudkowsky 2008a).

To some extent, the modules may even assume we're dealing with humans similar
to ourselves: neural systems we use for modeling others overlap with those used for
processing information about ourselves (Uddin et al. 2007). Humans in a “cold” (non-

emotional, non-aroused) state frequently overestimate their degree of self-control in a

11



— Advantages of Artificial Intelligences, Uploads, and Digital Minds

“hot” (emotional, aroused) state (Loewenstein 2005). Even a relatively mild difference
between oneself and the mind to be modeled can thus lead to erroneous predictions.
To the extent that digital minds reason and behave unlike humans, our attempts to
intuitively predict their behavior will be based on false premises. To some extent, this
disadvantage may be symmetrical, in that e.g., uploads engaged in self-modification will
fail to understand how non-modified humans would behave. AGIs may not start out
with any efficient models for human behavior in the first place. Over time, biological
humans will accumulate expertise in predicting digital minds and digital minds may
learn and self-modify to better understand humans. However, biological humans may
be at a disadvantage if self-modification is easy, for the assumptions applying to digital

minds may change faster than humans can keep up with.

5.3. Biases from Socially Motivated Cognition

It has also been proposed that humans have evolved to acquire beliefs which are socially
beneficial, even if those beliefs weren't true (Trivers 2000; Kurzban and Aktipis 2007;
Kurzban 2010). For instance, minds may be biased to believe that they'll be successful in
order to persuade others to ally with them. Even more seriously, minds may not be built
to actually question the accuracy of their beliefs, but to rationalize reasonable-sounding
explanations for their initial emotional reaction to a concept. If human reasoning is
strongly enough biased to come up with popular or self-beneficial theories, instead of
theories that are actually true, a mind without such a bias could be immensely more

effective at reaching the correct theories.

6. Discussion

‘Two main questions seem to emerge:

What do hardware growth curves look like?

A number of advantages are either completely based on improved hardware (superior
processing power) or made greatly stronger by it (overcoming biases, designing new
mental modules, copyability, superior communication). Therefore the faster hardware
advances, the steeper the takeoff.

Digital minds are subject to the risk of hardware overhang (Yudkowsky 2008b; Shul-
man and Sandberg 2010). If software development proceeds slower than hardware de-
velopment, then the hardware required for digital minds may be available far earlier than
the software. When the software for digital minds is developed, the minds could have
at their disposal much more hardware resources than is strictly necessary to run them,

giving them an unexpected advantage.
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Even if hardware development stopped for a while and digital minds were stuck on a
certain level that put them on roughly equal footing with humanity, this situation could
not be relied upon to persist. Any future breakthrough in hardware would have the
potential to upset the situation and give the digital minds a decisive advantage. Lloyd
(2000) estimates the ultimate physical limits on hardware to allow for a one-liter, one-
kilogram computer capable of carrying out 10°° OPS if we allow for computers made
of exotic matter that explode during the calculation, or 10** OPS if we constrain our-
selves to computers made of ordinary matter. Whatever estimate we use for the human
brain’s processing power, we cannot with any certainty presume that it would be near

the achievable physical limits on computation.

How modifiable are minds?

A number of advantages (improved parallel power, overcoming biases, designing new
mental modules, perfect co-operation, superior communication, transfer of skills) rely
to differing degrees on the assumption that digital minds are easy to understand and
modify. To the degree to which this assumption is untrue, these advantages become
less pronounced. Loosemore (2007) argues that there may be a disconnect between the
local behavior of interacting elements and the global behavior of the system in a mind,
so that generally intelligent behavior might not be derivable from mathematical rules.
'This would reduce the pace of self-improvement, though self-improvement would still
be possible via systematic exploration of related mental architectures.

A closely related and important question is the “intelligibility of intelligence” (Sala-
mon, Rayhawk, and Kramar 2010)—the question of whether the core of general intel-
ligence could be expressed in a compact intelligible theory, like the theory of relativity,
or whether it is more akin to a “swiss army knife” of incremental solutions and special
tricks. If intelligence is generally unintelligible and hard, then improving upon minds
might prove difficult and slow.

Bach (2010) argues that like AGIs, human organizations such as corporations, ad-
ministrative and governmental bodies, churches and universities are intelligent agents
that are more powerful than individual humans, and that the development of AGI would
increase the power of organizations in a quantitative way but not cause a qualitative
change.

Humans grouping into organizations are to some degree capable of taking advantage
of increased parallel (but not serial) speed by adding more individuals. While organi-
zations can institute guidelines such as peer review that help combat bias, working in
an organization can introduce biases of its own, such as groupthink (Esser 1998). They
cannot design new mental modules or benefit from any of the co-operative advantages

digital minds may enjoy. Possibly their largest shortcoming is their reduced efhiciency as
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the size of the organization grows and their general susceptibility to having their original

goals hijacked by smaller interest groups within the organization (Olson 1965).

7. Conclusions

Digital minds potentially enjoy a number of advantages, all of which might make it
easier for them to succeed in their goals. Hardware improvements could allow digital
minds to think faster and to consider more things at once. Self-improvement advan-
tages would allow digital minds to modify themselves, possibly in a recursive fashion
where initial improvements kept sparking off further improvements. Algorithms could
be improved to give an even larger boost than hardware improvements could, new men-
tal modules could be designed for new kinds of domains, and the various motivational
systems plaguing humans could be overcome. Co-operative advantages include copy-
ability, which would let a mind replicate itself many times over, and the potential for
perfect co-operation would eliminate conflict between copies of the same mind. Supe-
rior communication and the ability to transfer skills would further help matters. Finally,
humans may suffer from various handicaps in their mental architecture. They might
employ inadequate heuristics, have a harder time modeling digital minds than digital
minds have modeling humans, and suffer from socially motivated cognition.

The extent to which these potential advantages could be realized is an open question.
Hardware advantages rely on hardware progressing, copyability relies on there being
enough hardware to run a large number of minds, and nearly all of the others rely on
minds being sufficiently modifiable.

It is possible that hard takeoff scenarios have gotten a disproportionate amount of
attention in discussions of digital mind advantages. From a safety viewpoint, assuming
that a digital mind can bootstrap itself to superintelligence in a matter of weeks or hours
is a conservative guess, in the sense that it’s the scenario that leaves others the least
time to prepare (Yudkowsky 2001, 2008a). We should try to anticipate such a scenario,
because if we do not, there will be little or no time to react when it happens. Yet debates
over the plausibility of a hard takeoff distract from the fact that digital minds developing
over a timespan of years or decades is a dangerous scenario as well. Digital minds might
be developed, then be relatively weak for an extended time, until some hardware or
software breakthrough suddenly allowed them to become considerably more powerful.
Likewise, coalitions could initially form, keeping each other in check, until something
happened to break the balance. The possibility of a hard takeoft is definitely real and

deserves attention, but it is far from the only danger.
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