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We introduce an interactive web application, The Uncertain Future (Uncertain Future
2009), that uses structured probabilistic models to help users think through possible
timelines for strong artificial intelligence. To date, there have been few to no efforts
to approach the full, multifaceted problem of forecasting the potential development
of strong AI using the best formal tools available. There has been serious forecasting
work on individual AI-related aspects of the world, such as the future cost of comput-
ing power (Anderson et al. 2002), the development of computer chess players (Kurzweil
1990), or the economic impact of robotic systems that substitute for human labor (re-
viewed in Peláez and Kyriakou [2008]). Long-range forecasts and models have gen-
erally had a narrow focus, such as trend-extrapolation models of “accelerating change”
(Kurzweil 2005) or analyses of economic and power dynamics given strong AI (Hall
2008; Yudkowsky 2008). The Uncertain Future is an early attempt toward presenting a
single, combined model that integrates our best estimates about each of the factors and
their possible causal interactions over time—including a formal probabilistic treatment
of our uncertainties.

The present gap in modeling the trajectory of AI matters. A number of analysts have
argued that: (a) there is a substantial chance that “human-level” AI will be developed
during this century; (b) human-level AI would have an impact at least comparable to
such historical events as the appearance of sexual recombination, the oxygen transition,
human language, or the industrial revolution (Kurzweil 2005; Vinge 1993; Bostrom
2003; Sandberg and Bostrom 2008; Hanson 1998). If it is correct to assign any non-
negligible probability that both propositions are true, then it is important to use the
best available tools to model the relationship between near-term policy decisions and
the possible outcomes (Matheny 2007).

Moreover, strong AI has several features which can be expected to limit the effec-
tiveness of both qualitative scenario analysis by single experts and quantitative trend
extrapolation. Prediction around strong AI involves unprecedented phenomena that are
difficult to visualize, variables which can take on a wide range of values, large potential
impacts that can create emotional biases in both individual judgment and community
discourse, and a long timeline during which several background variables relevant to
AI development can interact in unexpected ways. Simple quantitative trend extrapola-
tion based on historical data may very easily break because of changes in context from
the relevant periods. Detailed qualitative scenario analysis, meanwhile, faces two chal-
lenges. First, the many variables involved demand the consideration of great numbers
of scenarios to capture the space of plausible outcomes, while the best-known futurists
focus on only one. Second, even if the attempt to evaluate other scenarios is made, psy-
chological research in heuristics and biases indicates that in complex domains with large
unknowns, even domain experts will tend to attach excessive confidence to specific, easily
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visualizable scenarios (Tversky and Kahneman 1983). We do in fact see much published
AI futurism confidently proclaiming the likelihood of specific future scenarios in cases
where others confidently disagree. In policymaking, the characteristic result is neglect
of the broad “everything else” category of events that could blindside us.

The Uncertain Future project is an experimental attempt at avoiding these pitfalls. The
project has two faces:

1. As a future-projection tool, The Uncertain Future generates probability distribu-
tions over scenarios using the formalism of continuous-time Bayes nets (Nodelman
2007). We freeze in a particular Bayes net model structure and use experts’ im-
pressions to choose the parameters. This approach is similar to, but easier to make
principled extensions within than, Trend Impact Analysis (Agami et al. 2008) or
Cross Impact Analysis (Asan and Asan 2007).

2. As an educational tool, The Uncertain Future project allows individuals to enter
their own beliefs for each parameter (in place of the experts’ impressions) and to
see the implications of their own causal beliefs, i.e. “the Socratic method meets
modern probabilistic reasoning.”

Our system’s key features:

Separated belief-components: The Uncertain Future breaks participants’ beliefs about
AI timelines into a number of relatively independent components. For example,
it requires participants to separately specify their probability distributions for how
long Moore’s law will continue, for the amount of computation required to model
the brain, and for the possibility of nuclear war or other major societal disruption.

This helps participants focus separately on each major component of the world, in-
cluding several background variables that might affect AI development and might
not be part of participants’ ordinary views of the future (e.g., nuclear and other
major disruptions, or intelligence augmentation of a sort that speeds science).

Probabilities, not “most likely” events: Participants enter each belief visually, with a
simple point-and-click interface for specifying their probability distribution. All
beliefs are entered as probability distributions; even if participants think a particular
parameter value or narrow range of values “most likely”, they still must enter how
likely, so that non-“mainline” sequences of events can be included in their picture.
While this is standard practice in many areas of forecasting, it is not common in
long-range AI futurism; for example, Kurzweil (2005) outlines a specific range
of future predictions, including timelines of AI development, but does not attach
probabilities to the predicted ranges.
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The combined use of probabilities and of separated belief-components should help
participants move from single, easily visualized storylines about “how the future
will go” to the broad range of scenarios in which one or more variables may turn in
an unexpected direction. For many users, the user’s “mainline” scenario track turns
out to have only a minority of their total probability; compounding of multiple
probability distributions causes a wide range of future outcomes to emerge as a
natural consequence.

Collated access to expert opinions, and to the belief-components of other partici-
pants: If a user, Bob, wants to think through AI futures, he can incorporate the
risk of nuclear disruption without himself being knowledgeable about nuclear risks.
Next to his probability-distribution entry box, he’ll find a list of relevant experts’
views on the size of nuclear risks over the relevant time-period; Bob can defer to
expert consensus on this issue (which perhaps is not his specialty) and can then go
on to enter his own, more thought-out parameter-values for belief-components for
which he has background enough to reasonably disagree with the consensus.

Also, if Bob disagrees with Jane about AI, they can isolate the belief-components
that underlie their disagreement and address them in particular. Science has made
progress largely by reducing large, important problems to smaller and more man-
ageable components that can be addressed with specific data and models; systems
such as The Uncertain Future can help us to move between the sub-problems and
complex whole.

The Uncertain Future is an early trial project, for which many simplifications were made.
In the medium term we would like to capture additional parameters and effects, by
building a platform for modular collaboration on futurist scenario projection and model-
building. To this end, we wish to note that many of the probabilistic and quantitative
methods used in futurism, including both trend extrapolation from historical data and
strategic projection of future policies, can be naturally understood in a principled fashion
as special cases or approximations within the formalism of continuous-time Bayes nets
containing decision nodes. (This formalism is the unifying generalization of dynamic
and continuous-time Bayes nets [Nodelman 2007], continuous-time and partially ob-
servable Markov decision processes, Bayes decision nets, stochastic differential equa-
tions [Särkkä 2006], and control theory, and an important special case of differential
game theory.)

For example, both the historical curve-fitting used in the “surprise-free future” phase
of trend impact analysis and the perturbations used in the “impact” phase can be under-
stood together as an approximation to Bayesian inference under a stochastic-differential-
equation model of the measured variable and the potential disrupting factors (Särkkä
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2006, § 3.2). The Bayesian discipline of isolating causal dependencies permits model
components and constraints from historical data to be added or modified in a mod-
ular fashion. While current computational methods and professional experience with
this formalism are limited, we anticipate that using the formalism as a lingua franca
for model-building will make it significantly easier to extend AI modeling to use more
variables, datasets, and interactions in a principled and relatively error-tolerant manner.
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