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Abstract

'The developing academic field of machine ethics seeks to make artificial agents safer as
they become more pervasive throughout society. Motivated by planned next-generation
robotic systems, machine ethics typically explores solutions for agents with autonomous
capacities intermediate between those of current artificial agents and humans, with de-
signs developed incrementally by and embedded in a society of human agents. These
assumptions substantially simplify the problem of designing a desirable agent and re-
flect the near-term future well, but there are also cases in which they do not hold. In
particular, they need not apply to artificial agents with human-level or greater capabili-
ties. The potentially very large impacts of such agents suggest that advance analysis and
research is valuable. We describe some of the additional challenges such scenarios pose

for machine ethics.
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1. Introduction

'The developing academic field of machine ethics seeks to make artificial agents safer as
they become more pervasive throughout society. Motivated by planned next-generation
robotic systems, machine ethics typically explores solutions for agents with autonomous
capacities intermediate between those of current artificial agents and humans, with de-
signs developed incrementally by and embedded in a society of human agents. These
assumptions substantially simplify the problem of designing a desirable agent and re-
flect the near-term future well, but there are also cases in which they do not hold. In
particular, they need not apply to artificial agents with human-level or greater capabili-
ties. The potentially very large impacts of such agents suggest that advance analysis and
research is valuable. We describe some of the additional challenges such scenarios pose

for machine ethics.

2. Machine Ethics

The research area of machine ethics (also called roboethics) has recently emerged as
a subfield of Artificial Intelligence focusing on the task of ensuring ethical behavior
of artificial agents (commonly called AMAs, Artificial Moral Agents [Wallach, Allen,
and Smit 2008]), drawing contributors from both computer science and philosophy. By
focusing on the behavior of artificial agents the field is distinguished from earlier work
in ethics as applied to technology, which concerned itself with the use of technology by
humans and on rare occasions on the treatment of machines by humans (Anderson and
Anderson 2007a).

Machine ethics researchers agree that any AMAs would be implicit ethical agents,
capable of carrying out their intended purpose in a safe and responsible manner but
not necessarily able to extend moral reasoning to novel situations (Weng, Chen, and
Sun 2009). Opinions within the field part on the question whether it is desirable, or
even possible, to construct AMAs that are fu// ethical agents, which like ethical human
decision-makers would be capable of making explicit moral judgments and justifying
them (Anderson and Anderson 2007a).

While Isaac Asimov’s “Three Laws of Robotics” are widely recognized to be an in-
sufficient basis for machine ethics (Anderson and Anderson 2007a; Weng, Chen, and
Sun 2009), there is little agreement on what moral structure AMAs should possess in-
stead. Suggestions range from applying evolutionary algorithms to populations of artifi-
cial agents to achieve the “survival of the most moral” (Wallach, Allen, and Smit 2008),
neural network models of cognition (Guarini 2005) and various hybrid approaches (An-
derson and Anderson 2007b) to value systems inspired by the Golden Rule (Wallach,
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Allen, and Smit 2008), virtue ethics (Wallach, Allen, and Smit 2008), Kant’s Cate-
gorical Imperative (Wallach, Allen, and Smit 2008; Anderson and Anderson 2007a),

utilitarianism (Anderson and Anderson 2007a), and many others.

3. Superintelligence

A superintelligence is any intellect that vastly outperforms the best human

brains in practically every field, including scientific creativity, general wisdom,

and social skills.
—Nick Bostrom (2003)

It has been proposed by various authors that the probability of a superintelligent soft-
ware agent being created within the coming few decades is high enough to warrant
consideration (Bostrom 2003; Moravec 1999; Hall 2007; Kurzweil 2005; Yudkowsky
2008). A superintelligent agent would have such enormous consequences that even if
the probability of development is considered low, the expected impact justifies careful
consideration well before the capabilities to produce such an agent are realized (Posner
2004; Rees 2003).

Because software programs can be freely copied so long as hardware is available to run
them on, the creation of a single superintelligent machine could be shortly followed by
the existence of billions or more (Hanson 1994), e.g. expanding the size of the artificial
intelligence research community by orders of magnitude, with each advance improving
the intelligence of the researchers in a positive feedback loop.

The potential rapid succession of increasingly intelligent machines designing their
successors has been called an “intelligence explosion” (Good 1965), and could conceiv-
ably be initiated with a single machine. This suggests that safety concerns might sud-
denly become critical, so research would have to be done before it was clear when it

would be required (Yudkowsky 2008).

4. Machine Ethics Challenges of Superintelligence

How would an artificial moral agent ideally express human values? Gary Drescher de-
scribes two classes of agents: sifuation-action machines with rules specifying actions to
perform in response to particular stimuli, and choice machines, which possess utility func-
tions over outcomes, and can select actions that maximize expected utility. Situation-
action machines can produce sophisticated behavior, but because they only possess im-
plicit goals they are rigid in behavior and cannot easily handle novel environments or
situations. In contrast, a choice machine can easily select appropriate actions in unex-

pected circumstances based on explicit values and goals (Drescher 2006). Intermediate
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between these extremes, agents may have goals that are partially explicit and partially
implicit.

Much discussion in machine ethics implicitly assumes that certain key features of
the situations of artificial moral agents will be fixed and can be relied on to help consti-
tute implicit goals for agents towards the situation-action machine end of the spectrum.
However, these assumptions are much less likely to apply to superintelligent agents, and

the removal of each causes new design challenges.

Assumption: AMAs are designed by humans and cannot alter their own architectures

(Veruggio 2006).

Design challenge: Al goal systems must be reflectively consistent, i.e. the agent must

not wish to rewrite its goal system to some other (Yudkowsky 2008; Omohundro
2007).

Assumption: Humans will be more powerful than AMAs, so it is possible to use game-

theoretic considerations to induce cooperation.

Design challenge: AMAs must prefer the same outcomes as humanity for their own
sake, as they plausibly could enforce their preferences coercively at an advanced

stage.

Assumption: AMAs can be experimented with and tested in environments that closely

resemble those in which they will be deployed (Wallach, Allen, and Smit 2008).

Design challenge: As artificial intelligences increase in sophistication, their knowledge,
environment, capabilities, and incentives will change, so motivational systems that
previously produced benign behavior may in later stages cause behavior that is

catastrophic for human beings (Yudkowsky 2008).

Assumption: The design of AMAs will be an incremental and iterative process, with

extensive opportunity for human supervision (Wallach, Allen, and Smit 2008).

Design challenge: The potential for an “intelligence explosion” could cause large appar-
ent jumps in rates of increase in intelligence and leave the superintelligent agent

free to enact whatever goal system is in place (Yudkowsky 2008).

We argue that to deal with these challenges, it would be necessary to create an architec-
ture towards the choice machine end of the spectrum, with values that fully reflect those
of humanity. This task is complicated further by our lack of introspective access to the

causes of our moral intuitions (Greene 2002; Haidt 2001).
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5. Conclusions

As the sophistication of artificial moral agents improves, it will become increasingly im-
portant to construct fully general decision procedures that do not rely on assumptions of
special types of agents and situations to generate moral behavior. Since such develop-
ment may require extensive research and it is not currently known when such procedures
will be needed to guide the construction of very powerful agents, the field of machine

ethics should begin to investigate the topic in greater depth.
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