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Abstract

The term “superintelligence” comes up frequently in discussions about the Singular-
ity. This is loosely understood to mean a general intelligence vastly greater than that of
humans, and therefore disproportionately powerful (Vinge 1993; Bostrom 1998; Yud-
kowsky 2008), but the exact details of how this might be achieved are frequently left
open. This paper seeks to outline some possible paths to superintelligence, and therefore
attempts to estimate the degree to which we should actually be worried about artificial
intelligences.

The main reason to be worried about greater-than-human intelligence is because it
is hard for humans to anticipate and control. Keeping this in mind, we also cover non-
intelligence-related factors that might advantage an AI over human decision-makers.
We discuss four categories of such advantages: hardware advantages, self-improvement

Sotala, Kaj. 2010. “From Mostly Harmless to Civilization-Threatening: Pathways to Dangerous
Artificial Intelligences.” In ECAP10: VIII European Conference on Computing and Philosophy, edited by

Klaus Mainzer. Munich: Dr. Hut.

This version contains minor changes.



and architectural advantages, other advantages from software, and human handicaps.
We also try to estimate how quickly such advantages may be relevant. Several methods
outlined here also apply to other digital intelligences, such as human brain emulations
(Sandberg and Bostrom 2008).



Pathways to Dangerous Artificial Intelligences

1. Hardware Advantages

An AI running on a system with more processing power might think faster than humans.
This is particularly relevant in crisis situations, where everything may hinge on rapidly
made decisions, where a faster rate of thought will also allow for more effective long-term
planning and scientific discovery. The human brain is estimated to carry out about 1011

OPS worth of calculations (Moravec 1998), while the laws of physics theoretically allow
for computers in the 1040 OPS range (Lloyd 2000).

How likely is a near-term hardware advantage? A full software emulation of the
human brain, implementing biological details, is estimated to require somewhere in the
region of 1018 to 1025 FLOPS and to be doable within the near future with computing
power as the main constraint (Sandberg and Bostrom 2008). This amount of computing
power is estimated to become available for $1 million between 2019 and 2044. Since
the brain is estimated to carry out 1011 OPS worth of calculations, a full biological
replica seems unnecessarily wasteful. If researchers studied simulated models of the brain
and then learned to abstract away the principles to more efficient algorithms, we might
suddenly have AI systems that could think twenty five years’ worth of thoughts in about
eight seconds. The more advanced our hardware gets before we have digital intelligences,
the more of an advantage they will have over us once they become operational.

A possible limitation is that advances in computing power have been increasingly
parallel. A future computer may not be able to use its superior processing power to
gain a direct increase in speed over the human brain if the tasks in question do not
parallelize well. Yet increases in computing power may increase the amount of data that
can be processed at once. For many problems, the easily parallelizable part is the one
that grows as data is added, and the serial part remains constant (Gustafson 1988). The
parallel nature of the human brain implies that general intelligence does parallelize well.

Human performance in a variety of domains is also correlated with a general intelli-
gence factor, g (Gottfredson 1997), theorized to be related to working memory capacity
(Oberauer et al. 2008). It seems that differences in g can to some degree be predicted
from differences in what might correspond to computing power and memory. For in-
stance, the size of the brain correlates with g (McDaniel 2005). The neural efficiency
hypothesis, which has been supported by research, suggests that people with a higher
g need to employ less neural resources for individual tasks (Micheloyannis et al. 2006).
An AI might have a working memory equivalent far surpassing that of humans.
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2. Self-Improvement and Architectural Advantages

Human intelligence might also be improved in a qualitative manner. Several biases
and failures of reasoning have been identified in the heuristics and biases literature
(see for instance Tversky and Kahneman [1986]; or, for a more recent overview see
Stanovich [2008]). Such failures of reasoning have an enormous negative impact on
society. Among other things they cause people to suffer from a worse standard of living
due to status quo bias, make bad investments, become more easily manipulated, end
up falsely accused by the authorities or even imprisoned, make bad decisions leading to
an increased death rate, or even fall prey to scams serious enough to crash a national
economy (Stanovich 2008). A mind that was immune to such biases would reason more
reliably than we do, while possibly exploiting our biases.

Human biases can be looked at either as ad hoc heuristics that fail to reason correctly in
a modern environment, or as satisficing algorithms that do the best possible job given hu-
man computational resources (Gigerenzer and Brighton 2009). An AI could potentially
overcome most if not all of the biases that plague human reasoning, either by rewrit-
ing its algorithms to better suit the environment or to better take into account growing
computational resources. One’s suspectibility to several other biases correlates negatively
with one’s general intelligence, suggesting that computational limitations cause at least
some of the flaws in human reasoning (Stanovich and West 2000).

Considering the amount of cognitive flaws we have, even better than human reason-
ing might be done using suboptimal algorithms. Improving the algorithms might allow
for pure speed advantage, but it might also allow for qualitative improvements. For
instance, an ability to visualize things in 10,000 dimensions might make some mathe-
matical results easier to understand and build intuitions on. This might allow an AI to
think thoughts that we are literally incapable of thinking, and therefore develop strate-
gies we never could.

It is not clear how susceptible the first AIs would be to human biases, nor how easy
it would be for them to self-improve to get rid of them. It might be that the very first
AIs could be programmed with all of these advantages from the start, or they might be
plagued with even more severe limitations and require much time and effort to improve.
It needs to be noted that for an AI doing self-improvement, each improvement in rea-
soning capability could spark off further improvements, resulting in a chain reaction that
might or might not “go critical” and lead to an intelligence much greater than a human’s
(Yudkowsky 2008).
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3. Other Advantages from Software

Humans are limited by the fact that they can only be in one place and do one thing at
a time, but copyable workers could rapidly come to dominate major portions of the econ-
omy (Hanson 1994, 2008). An AI might spawn a number of copies of itself, each copy
constantly exchanging information with the other copies. This exchange of information
might be more comparable to the way that different parts of our brain communicate
with each other, rather than the way human individuals communicate with each other.

The appropriate analogy for an AI might therefore not be that of a single human
genius pitted against the whole rest of humanity, but that of an entire society of agents
working in perfect coordination. The feasibility of this again depends on hardware trends
and the amount of computing power an instance of the AI needs. An AI might sim-
ply buy large amounts of hardware, or acquire processing resources illegally. Botnets
are networks of computers that have been compromised by outside attackers and are
used for illegitimate purposes. Estimates range from one study saying the effective sizes
of botnets rarely exceed a few thousand bots, to a study saying that botnet sizes can
reach 350,000 members (Rajab et al. 2007). Modern top-of-the-line personal comput-
ers can reach 1011 FLOPS (Shah 2009). Currently, the distributed computing project
Folding@home, with 290,000 active clients, can reach speeds in the 1015 FLOPS range
(Folding@home 2010). The amount of coordination that can be done also depends on
the bandwidth available, but the requirements for this are difficult to estimate.

4. Human Handicaps

People have a demonstrated tendency to think of the capabilities of minds unlike them-
selves as if they were humans, even if explicitly instructed otherwise (Barrett and Keil
1996). The intuitive faculties we employ for understanding others work on the assump-
tion that we’re modeling other humans. The neural systems we use for modeling others
overlap with those related to self-related processing (Uddin et al. 2007). An AI with
a different cognitive architecture from ours would be difficult or even impossible to in-
tuitively model. The difficulty would likely be mutual at first, but with time the AI could
self-improve to have customized cognitive modules for modeling humans.

5. Conclusion

The above analysis suggests that an artificial intelligence can become close to impossible
for humanity to effectively control. Improving hardware poses a serious risk for such
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attempts, for it provides clear advantages as well as making various software advantages
stronger.

It has been argued (Yudkowsky 2001, 2008) that we need a firm theoretical grounding
for building safe AIs. Hard to control AIs are a risk, because even seemingly benign goals
can soon become contrary to humanity’s interests (Omohundro 2008). An AI does not
need to be outright hostile towards humanity to be a threat: it might simply have a need
for our resources (Yudkowsky 2008; Omohundro 2008). If we cannot control an agent
bent on confiscating our resources, we might very quickly end up without them. It seems
clear that caution is warranted.
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