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The	problem	

AI	is	effec.ve	at	unbounded	unfriendly	goals.	

(probably)	



Problems	and	“solu.ons”	

AI	is	effec.ve	at	unbounded	unfriendly	goals.	

Boxed	Oracle	
Interrup.ble	
Sa.sficing	

Low-impact	
Virtual	world	values	

Tool	AI	
Goalless	Oracle	

Moral	learning	
Friendly	u.lity	FINDING	FLAWS	
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Tool→Maximising	?	
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Building	safety	



Great	One,	please	advise	me...	

	
Lying	is	default!	
	
What’s	safe	to	ask?	
1)  Checkable	mul.ple	choice,	non-

counterfactual.	
2)  Counterfactual	ques.ons	about	expected	

u.li.es,	probabili.es,	condi.onals,	etc...	



Great	One,	please	advise	me...	

Verifiable	Selec.ve	Oracle	
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Great	One,	please	advise	me...	

...	

Verifiable	Selec.ve	Oracle	
	
1.  Stock	picking.	
2.  Project	funding	selec.on	
3.  Approved	inves.ga.ons	
	
A.  Reset,	no	acausal	trade	
B.  Probability	of	unleashed	AI	
C.  Probability	of	humans	looking	into	box/follow	up	

ques.ons,	etc...	

U-E(U|¬X)	



Great	One,	please	advise	me...	

Scoring	Oracle	
Output	M,	numeric	
Es.mate	U>0	
Erasure	E	
	
U#	=	(2MU	-	M2)	IE	
M	=	E(U|E)	
Condi.onal	on	X?	



Great	One,	please	advise	me...	

Scoring	Oracle	
Output	M,	numeric	
Es.mate	U>0	
Erasure	E	
	
U#	=	(2MU	-	M2)	IEIX	
M	=	E(U|E,X)	
Condi.onal	on	X	



Stop	it!	That’s	wrong!	

Value	learning	
Would	you	want	to	become	a	murderer?	

	
	
	

Corrigibility:	safely	changing	the	AI’s	goals	
	 	u	→	v	
	 	u	→	v	+	E(u|u→u)	-	E(v|u→v)	

	



Stop	it!	That’s	wrong!	

Value	learning	
What	about	just	“stop	it”?	

	
Interrup.bility:	safe	policy	change	
Q(st,at)	←	αQ(st,at)	+	(1-α)(Rt	+	maxa’Q(st+1,a’))			

	
Q(st,at)	←	αQ(st,at)	+	(1-α)(Rt	+	Q(st+1,at+1))	
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Q(st,at)	←	αQ(st,at)	+	(1-α)(Rt	+	maxa’Q(st+1,a’))			

	
Q(st,at)	←	αQ(st,at)	+	(1-α)(Rt	+	Q(st+1,at+1))	
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Stop	it!	That’s	wrong!	

rt	→	rt+1	



Don’t	do	much	

U	=	u	-	R	
	
	
	
	

R=	d(	P(.|X)	,	P(.|¬X)	)	



Don’t	do	much	

U	=	u	-	R	
	
	
	
	

R=	d(	P(.|X)	,	P(.|¬X)	)	
Vω	being	the	variable	values	in	world	ω	

R=maxω|P(Vω|X)-P(Vω|¬X)|	



Don’t	do	much	

U	=	u	-	R	
	
	
	
	

	
	

R=E[|P(g|X,b)-P(g|¬X,b)|]	



Don’t	do	much	–	but	do	some	

R=maxω|P(Vω|X,	#N)-P(Vω|¬X,	#N)|	

#3	



Don’t	do	much	–	but	do	some	

R=maxω|P(Vω|X,	#N)-P(Vω|¬X,	#N)|	
RX|¬Y							RY|¬X	

#3	



My	world,	my	rules	

AI	in	virtual	world	W	
	
	
	
	

u:	internal	u.lity	s:	shutdown	
U=uIW	+	sIW’		

Challenge	to	have	safe+useful	u	and	W.	

W	

W’=W+	



My	world,	my	rules	

AI	in	virtual	world	W	
	
	
	
	
	
	

Tes.ng	models	to	destruc.on	

W	



In	conclusion	

AI	is	effec.ve	at	unbounded	unfriendly	goals.	

(possibly	solvable)	


